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SUMMARY

Working memory is mediated by the coordinated
activation of frontal and parietal cortices occurring
in the theta and alpha frequency ranges. Here, we
test whether electrically stimulating frontal and pari-
etal regions at the frequency of interaction is effec-
tive in modulating working memory. We identify
working memory nodes that are functionally con-
nected in theta and alpha frequency bands and intra-
cranially stimulate both nodes simultaneously in
participants performing working memory tasks. We
find that in-phase stimulation results in improve-
ments in performance compared to sham stimula-
tion. In addition, in-phase stimulation results in
decreased phase lag between regionswithinworking
memory network, while anti-phase stimulation re-
sults in increased phase lag, suggesting that shorter
phase lag in oscillatory connectivity may lead to bet-
ter performance. The results support the idea that
phase lag may play a key role in information trans-
mission across brain regions. Thus, brain stimulation
strategies to improve cognitionmay require targeting
multiple nodes of brain networks.

INTRODUCTION

Working memory (WM) is an important component of cognition

and supports higher cognitive functions in humans such as fluid

intelligence, decision making, and learning. The impairment of

WM is observed in many psychiatric and neurological disorders

(Allen et al., 2010; Baddeley et al., 1991; Lee and Park, 2005) and

is often not addressed by contemporary treatment strategies.

Thus, approaches that can improveWM are required. The neural

substrates of WM are spread across frontal, cingulate, and pari-

etal cortices (Nee et al., 2013; Owen et al., 2005; Rottschy et al.,
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2012;Wager and Smith, 2003) and are thought to be coordinated

by cortical oscillations. Theta (4–8 Hz) and alpha (8–12 Hz) oscil-

lations are known to play a critical role inWM (Gevins et al., 1997;

Jensen et al., 2002; Jensen and Tesche, 2002; Raghavachari

et al., 2001). Results from neuroimaging studies suggest that

fronto-parietal connectivity may play an important role in WM

(Dima et al., 2014; Harding et al., 2015; Ma et al., 2012). Electro-

encephalography (EEG) and magnetoencephalography (MEG)

studies have shown that fronto-parietal connectivity may be

characterized by interactions in different oscillatory frequency

bands. Alpha band phase synchronization in fronto-parietal re-

gions has been shown to be modulated by WM load (Palva

et al., 2010; Zanto et al., 2011). Theta band connectivity has

been shown to increase with increased central executive de-

mands (Payne and Kounios, 2009; Sauseng et al., 2005b). The

neural substrate for WM is a network of brain regions, and thus

any strategy that targets WM may be better served by engaging

multiple nodes of the network.

Noninvasive brain stimulation methods such as rhythmic

transcranial magnetic stimulation (rTMS), in which a periodic

pulse train is applied, and transcranial alternating current stimu-

lation (tACS), in which a continuous sinusoidal alternating current

is applied, allow for targeting neural oscillations by matching the

stimulation frequency to the frequency of oscillations (Fröhlich,

2015). Most of these studies (Albouy et al., 2017; Alekseichuk

et al., 2016; Esslinger et al., 2014; Hoy et al., 2016; Jau�sovec

et al., 2014) have focused on stimulating a single region. In

contrast, studies in which multiple regions of the WM network

are targeted have yielded important insights into functional

network properties. tACS studies have shown that stimulating

fronto-parietal networks using waveforms that have 0� phase

offset (in-phase stimulation) results in the improvement of WM

performance, while stimulating networks using waveforms that

have 180� phase offset (anti-phase stimulation) results in the

deterioration of performance (Polanı́a et al., 2012; Violante

et al., 2017). In-phase stimulation was hypothesized to cause

synchronization of the fronto-parietal networks, while anti-phase

stimulation was hypothesized to cause de-synchronization.
uthor(s).
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Neuroimaging during stimulation indicated increased blood

oxygenation level-dependent (BOLD) signals in WM regions dur-

ing in-phase stimulation, while functional connectivity increased

with both in-phase stimulation and anti-phase stimulation (Viola-

nte et al., 2017). The BOLD signal does not havemillisecond tem-

poral resolution and thus precluded any analysis of the changes

in oscillatory network activity.

Compared to transcranial electric stimulation, direct cortical

stimulation (DCS), in which electrical stimulation is applied

directly on the cortical surface, offers higher spatial specificity.

In addition, intracranial EEG (iEEG) provides higher spatial reso-

lution relative to EEG or MEG and higher temporal resolution

relative to functional neuroimaging. Thus, by combining DCS

and iEEG, it is possible to dissect functional networks with

high spatiotemporal precision. This approach has been used

for causally perturbing the electrophysiological and anatomical

substrates of episodic memory (Ezzyat et al., 2018; Kucewicz

et al., 2018; Suthana et al., 2012). DCS has also been used to

target networks engaged in spatial memory (Siegle and Wilson,

2014), but stimulation resulted in the impairment of performance

(Kim et al., 2018). In another study, the direct stimulation of bilat-

eral hippocampal regions with in-phase and anti-phase stimula-

tion resulted in trend-level changes in performance (Fell et al.,

2013). Using this approach, we have shown that frequency-

matched DCS of a region (left superior frontal gyrus) that

exhibited low-frequency oscillatory activity results in WM

improvement (Alagapan et al., 2019a). Here, we extended our

stimulation protocol to target networks underlying WM by stim-

ulating two functionally connected regions simultaneously. We

used a measure of phase synchronization, the weighted phase

lag index, to identify regions that are functionally connected in

alpha and theta frequency bands during a Sternberg WM task.

We applied periodic pulse stimulation in-phase and anti-phase,

matched to the frequency of functional interactions, to the two

functionally connected regions and compared the performance

against sham stimulation. We hypothesized that in-phase

stimulation would result in an increase in oscillatory functional

connectivity relative to sham and thereby improve WM perfor-

mance, while anti-phase stimulation would result in a decrease

in oscillatory functional connectivity relative to sham and

thereby impair WM performance. While in-phase stimulation

improved performance, anti-phase stimulation did not impair

performance relative to sham. Analysis of functional connectiv-

ity properties in the meta-analysis-based WM (mWM) network

revealed that functional connectivity was increased by both

in-phase and anti-phase stimulation. However, in-phase

stimulation decreased phase lag relative to sham between re-

gions within the mWM network, while anti-phase stimulation

increased phase lag relative to sham, suggesting a non-linear

relation between the phase lag of connections within a network

and performance.

RESULTS

We performed network-targeted stimulation in all of the partici-

pants implanted with subdural strips and stereo-EEG electrodes

when performing a Sternberg WM task (Figure 1). In the baseline

session, the WM load, defined as the number of items to be held
in WM, was varied pseudo-randomly for each trial. The WM load

for each participant was titrated according to performance in a

short practice session (3, 5 for P1; 5, 7 for P2 and P3). The chi-

square test did not reveal any significant influence of list length

on accuracy (c2 = 0.434, df = 2, p = 0.805). Analysis of reaction

time did not reveal any significant influence of list length (linear

mixed effectsmodel with list length as the fixed factor and partic-

ipant as the random factor; F2,175.51 = 0.630, p = 0.534). The re-

action time and accuracy for individual participants are shown in

Figure S2.

Analysis of functional connectivity using debiased weighted

phase lag index (dWPLI) revealed oscillatory interactions in theta

and alpha frequency bands. dWPLI measures the degree of con-

sistency of phase lag between two signals and is not affected by

volume conduction (Vinck et al., 2011), making it an effective tool

for identifying functional interactions in iEEG. In P1, electrodes

that exhibited connectivity within the left frontal regions (superior

frontal gyrus and inferior precentral gyrus) in the theta band (4 Hz)

were chosen. In P2, electrodes in the left frontal and parietal re-

gions (inferior frontal junction and superior parietal lobule) that

exhibited interactions in the alpha band (9 Hz) interactions

were chosen. In P3, no strong functional interactions were

observed (apart from the interactions between neighboring elec-

trodes). Therefore, we chose electrodes that were in the putative

WM network in the right hemisphere (middle frontal gyrus and

superior intraparietal sulcus). We chose 10 Hz as the stimulation

frequency for P3, as alpha band synchronization between frontal

and parietal regions has been shown to affect WM (Palva et al.,

2010; Zanto et al., 2011). The mean dWPLIs for the electrodes

chosen are shown in Figure 2A. Post hoc analysis of the spatial

proximity of the chosen stimulation electrodes to the canonical

WM network identified from an automated meta-analysis (Yar-

koni et al., 2011) revealed that both of the electrode pairs in P2

and P3 were in or near regions that are active during WM (Fig-

ure 2B). In P1, one electrode pair was near the inferior frontal

junction, another prominent WM region (Nee et al., 2013), and

one pair was on the superior frontal gyrus, a region that we

have previously demonstrated to be involved in WM.

In the stimulation session, participants performed the Stern-

berg task again, but with only one level of WM load. Stimulation

was applied between pairs of electrodes identified in the base-

line session during the encoding epoch. In-phase stimulation re-

sulted in increased accuracy relative to sham in all three partic-

ipants (Figure 3, top). The chi-square test with all three

conditions revealed a statistically significant association be-

tween condition and trial accuracy (c2 = 7.315, df = 2, p =

0.026). Further pairwise comparisons revealed that in-phase

stimulation increased accuracy relative to sham (c2 = 6.429,

df = 1, p = 0.011), but there was no difference in accuracy for

anti-phase relative to sham (c2 = 1.0913, df = 1, p = 0.296) or

in-phase relative to anti-phase (c2 = 1.847, df = 1, p = 0.174).

Thus, network-targeted stimulation improved WM accuracy,

but only when both electrode pairs were stimulated simulta-

neously without phase lag. The analysis of reaction time did

not reveal any statistically significant effect of stimulation condi-

tion (Figure 3, bottom, linear mixed model with fixed factor stim-

ulation condition and random factor participant; F2,223.42 = 0.545,

p = 0.581).
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Figure 1. Schematic of Network-Targeted Stimulation

(A) Intracranial EEG data from implanted electrodes, collected when participants performed WM tasks, are processed to identify functionally connected regions

that are then targeted with direct cortical stimulation.

(B) Sternberg WM task depicting the different epochs and timing of the components of each epoch.

(C) The stimulation paradigms used in the study. Each vertical red line denotes a biphasic pulse. In-phase stimulation consists of pulses applied simultaneously to

functionally connected regions without any phase offset (time delay). Anti-phase stimulation consists of pulses applied with a phase offset of 180� (time delay of

half the inter-stimulus interval Ts). Dotted lines are provided for visual guidance.
DCS introduces electrical stimulation artifacts in iEEG that

must be addressed before analyses can be performed. We

used an independent component analysis (ICA)-based method

to remove the stimulation artifacts. Following artifact removal,

we computed dWPLI between electrodes that were in the

mWM network. As an exploratory measure, we computed

magnitude-squared coherence, which is used widely in connec-

tivity analyses of oscillatory networks. Coherence provides a

complementary measure of functional connectivity, as it ac-

counts for the correlations in spectral power, which is not

captured by dWPLI. We restricted our analysis to the bands

around the stimulation frequency for each individual participant.

In addition, we used a permutation-based approach as

described in Method Details (Estimation of Functional Connec-

tivity) to identify those network connections that exhibited statis-

tically significant pairwise differences between the conditions

(in-phase stimulation versus sham stimulation, anti-phase stim-

ulation versus sham stimulation, and in-phase stimulation versus

anti-phase stimulation). This resulted in a network with sparse

connections between regions within the WM network. Analysis

of network sparsity revealed that electrodes outside the WM

network had higher edge density (1.982% ± 0.862%, mean ±

SEM) compared to electrodes within the WM network (0.411%

± 0.158%, F1,14 = 8.468, p = 0.011, linear mixed effects model

with edge density as dependent variable and network as fixed

factor and participants as random factor; see Tables S1 and
2592 Cell Reports 29, 2590–2598, November 26, 2019
S2 for details on the individual networks after and before false

discovery rate [FDR] correction, respectively). We found that

in-phase stimulation resulted in increased functional connectiv-

ity relative to sham (dWPLI: 0.149 ± 0.015, F1,54 = 4.524, p =

0.038; coherence: 0.142 ± 0.013, F1,63 = 121.46, p < 0.001, linear

mixed model). Similarly, anti-phase stimulation resulted in

increased functional connectivity relative to sham (dWPLI:

0.156 ± 0.017, F1,45 = 87.434, p < 0.001; coherence: 0.106 ±

0.014, F1,73 = 58.185, p < 0.001). In contrast, there was no signif-

icant difference in dWPLI between in-phase and anti-phase

stimulation (0.019 ± 0.030, F1,34 = 0.400, p = 0.531), while coher-

ence was higher with in-phase stimulation relative to anti-phase

stimulation: 0.085 ± 0.035, F1,14 = 6.201, p = 0.026). We verified

the results of the analysis using the one-sample t test (Table S3).

The results suggest that contrary to our initial hypothesis, both

in-phase and anti-phase stimulation increased functional con-

nectivity relative to sham.

While these results may appear counterintuitive, it should be

noted that dWPLI is a measure of phase consistency and does

not include any information regarding the actual phase differ-

ence. It is conceivable that both in-phase stimulation and anti-

phase stimulation successfully engage the network due to the

repeated periodic perturbation of the network and increased

overall phase consistency. However, since the stimulation

differed in phase lag between the targeted electrode pairs, in-

phase and anti-phase may have affected the specific phase
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(A) Mean dWPLI for the stimulation electrodes for the different cognitive loads and the different epochs. Shaded regions denote the jackknife estimate of SD.

(B) The anatomical locations of the identified stimulation electrodes for the three participants. The beige-shaded regions denoteWM regions identified frommeta-

analyses of functional neuroimaging studies.

See also Figure S1.
lag between nodes in the network. To verify this, we computed

phase lag at the stimulation frequency between electrode pairs

that exhibited significant pairwise dWPLI differences between

any of the three stimulation conditions. Phase lag was computed

from the cross-spectrum of the iEEG signal during the stimula-

tion epoch. We pooled the data of the three participants

together, as the distribution of phase lag for individual partici-

pants did not satisfy the assumptions required for the circular

statistics. There was a trend-level effect of comparison on the

phase lag differences (Figure 4C; Watson-Wheeler test, W4 =

8.058, p = 0.089). We found that in-phase stimulation resulted

in an overall decrease in phase lag relative to sham (�0.191 ±

0.823 radians; mean ± SEM), while anti-phase stimulation re-

sulted in an overall increase in phase lag relative to sham

(0.221 ± 0.336 radians), indicating that in-phase stimulation

and anti-phase stimulation modulate phase lag in opposite di-

rections. In addition, in-phase stimulation decreased phase lag

relative to anti-phase stimulation (�0.268 ± 0.239 radians).

DISCUSSION

In this study, we used a network-targeted stimulation approach

to modulate the WM network and thereby improve WM perfor-
mance. The increased functional connectivity from in-phase

stimulation and anti-phase stimulation may have been due to

the periodic input of DCS into the WM network that aligned the

phase of electrical activity between multiple regions, albeit at

different lags. Our results suggest that the differential effect on

phase lag may have contributed to the behavioral modulation.

Phase synchronization has been hypothesized to enable interar-

eal communication by aligning periods of excitability across re-

gions or by enabling spike timing-dependent plasticity (Fell and

Axmacher, 2011; Zanos et al., 2018). Our electrical stimulation

occurred at a timescale faster than the typical time frame for

observing plasticity, suggesting that our in-phase stimulation

may have aligned periods of excitability across regions that

enabled enhanced communication. While in-phase stimulation

improved performance, we did not observe any impairment in

performance with anti-phase stimulation. In fact, anti-phase

stimulation also improved performance relative to sham in two

of the three participants. This suggests that there may be a gen-

eral beneficial effect of stimulating functionally connected areas.

In-phase stimulation may have reduced communication delay

within an optimal window in which information may be effectively

transmitted between regions, resulting in improvement in perfor-

mance. In contrast, anti-phase stimulation may have resulted in
Cell Reports 29, 2590–2598, November 26, 2019 2593
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See also Figure S2.
increased communication delays outside this optimal window,

which is inconsequential for information transmission and inte-

gration. Further studies are required to confirm this specific

hypothesis.

Our results follow tACS studies that have shown behavioral ef-

fects of stimulation in WM tasks, although we observe improve-

ments in accuracy, while improvements in reaction times are

more commonly reported. Polanı́a et al. (2012) observed a

decrease in reaction time with in-phase stimulation and an in-

crease in reaction time with anti-phase stimulation relative to

sham. Violante et al. (2017) observed a decrease in reaction

time for in-phase stimulation relative to sham and anti-phase

stimulation, while there was no difference between sham and

anti-phase stimulation, similar to what we observe. In addition,

Violante et al. (2017) report increased BOLD signal functional

connectivity increases in the WM network for both in-phase

and anti-phase stimulation. Although the functional connectivity

from BOLD signal quantifies interactions at a slower timescale

relative to what is observed in iEEG, these results support our

observation that both in-phase and anti-phase stimulation re-

sulted in increased functional connectivity.

We used a hybrid data-driven approach to restrict our analyses

to putative WM networks in the three participants. The use of
2594 Cell Reports 29, 2590–2598, November 26, 2019
meta-analysis-based priors allowed us to control the dimension-

ality of our variable of interest, which is the functional interactions

between brain regions involved inWM. TheWM network we used

was derived from a meta-analysis of 1,091 fMRI studies (Yarkoni

et al., 2011). However, it must be noted that BOLD activity of

regions often corresponds to iEEG activity in high-frequency

broadband activity (30–130 Hz) (Ojemann et al., 2013), with lower

correlations between lower-frequency band activity. Therefore, it

is conceivable that we may have excluded regions that exhibited

task-related connectivity. Given the heterogeneity and the small

sample size, we made this decision as a necessary trade-off for

generalizability at the cost of an exhaustive naive data-driven

approach. Nevertheless, we found task-related functional con-

nectivity between regions in or near the mWM network in partici-

pants P1andP2. InP1,we found theta band connectivity between

the superior frontal gyrus and the precentral gyrus. Although the

superior frontal gyrus is not a part of the mWM network, our pre-

vious work has shown it may play a role in WM (Alagapan et al.,

2019a). In P2, we found that alpha band connectivity within the

mWM network and stimulation resulted in the highest improve-

ment among the three participants. In P3, even with electrodes

close to the mWM network, we did not observe any significant

functional interaction. This may be due to variability in the func-

tional recruitment of brain regions for this participant. While stim-

ulation resulted in an improvement in WM accuracy, the effect in

P3 was weaker than the other two participants, presumably due

to the decreased recruitment of these regions by the task. Howev-

er, the region of cortex activated by intracranial direct cortical

stimulation extends farther than the immediate vicinity of the stim-

ulation electrodes on the order of�50mm3 (Butson andMcIntyre,

2005; Winawer and Parvizi, 2016), while the spatial extent of local

field potential (LFP) recordings is a few millimeters (Lempka and

McIntyre, 2013). Thus, stimulation may have spread into neigh-

boring regions that are known to be canonically activated by

WM task demands.

Oscillations in the theta and alpha frequency bands have been

shown to support WM in many studies (Hsieh and Ranganath,

2014; Klimesch, 1999), with increased oscillatory power as a

marker for synchronization. Phase synchronization between brain

regions in alpha and theta frequency bands have been shown to

underlie many memory processes (see reviews by Fell and Ax-

macher, 2011 and Klimesch et al., 2008), with theta band activity

implicated in top-down control (Kawasaki et al., 2010; Polanı́a

et al., 2012; Sauseng et al., 2010) and alpha band activity impli-

cated in the suppression of irrelevant information (Jensen and

Mazaheri, 2010;Sausengetal., 2009). Thetabandsynchronization

has been observed between fronto-temporal and fronto-parietal

regions in WM tasks (Axmacher et al., 2008; Daume et al., 2017;

Sarnthein et al., 1998; Schack et al., 2005). While fronto-parietal

synchronization in thealphabandhasbeenassociatedwithcogni-

tive control and visuospatial attention (Lobier et al., 2018), interar-

eal synchrony has been observed to bemodulated byWM load in

the retention period (Palva et al., 2010; Sauseng et al., 2005a).

Supporting these observations, we found alpha and theta band

connectivity in our participants. The variability in the frequency at

which interaction was foundmay be due to differences in strategy

(Roux and Uhlhaas, 2014), with theta being dominant in strategies

in which sequential information is encoded and alpha being
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Figure 4. Effect of Network-Targeted

Stimulation on WM Network

(A) Pairwise difference of dWPLI between stimula-

tion conditions. In-phase versus sham and anti-

phaseversusshamweresignificantlygreater than0.

(B) Pairwise difference of coherence between

stimulationconditions. All threepairwisedifferences

were significantly greater than 0.

(C) Circular histogram denoting the pairwise differ-

ences inphase lag across the three comparisons for

the three participants. The black line denotes the

mean phase lag difference for each comparison.

*p < 0.05 in a linear mixed model; ***p < 0.001.

See also Tables S1, S2, and S3.
dominant in strategies in which competing information is sup-

pressed. Alternately, the differences could be driven by the differ-

ence in regionsbetweenwhich functionalconnectivity isobserved.

We observed theta between electrodes within frontal regions,

while alpha was observed between electrodes in frontal and pari-

etal regions. The studies mentioned above are constrained by the

limitations of EEG, which has poor spatial resolution and is highly

susceptible to volume conduction. The use of iEEG, which has

higher spatial resolution relative to EEG (millimeters versus centi-

meters) and dWPLI, which by design is not affected by volume

conduction, enabled us to overcome these limitations and provide

a more fine-grained picture of the functional interactions. The use

of bipolar stimulation montage allowed us to constrain the area of

stimulation. While bipolar referencing for the recorded data would

allow us to localize the sources of oscillatory activity, the refer-

encing may distort phases, with distortion possibly contributed

by electrodes outside the WM network. This is an inherent limita-

tion of iEEG, in which the spacing between electrodes may be

larger than individual sources of oscillatory activity.

While these results provide important insight into the role

phase lag may play in coordinating WM, the heterogeneity and

the small sample size limits the interpretation to a general popu-

lation. The limited sample size and inconsistency of electrode lo-

cations precluded us from performing a standardization of

connectivity across subjects at a gyri/sulci level. In addition,

standardizing based on lobe confounds multiple networks that

are known to be anti-correlated or serve different cognitive func-

tions (e.g., the default mode network and the task-positive

network both have prominent nodes in the frontal and parietal

lobes). Therefore, we pooled connections across participants

using an a priori network that should be activated during the

Sternberg task and do not make any inference about the

anatomical specificity of our stimulation effects.
Cell Reports
In addition, the phase lag between stim-

ulation sites was not taken into consider-

ation, as the initial hypothesis was

based on the consistency of phase syn-

chronization. In contrast to our approach,

Kim et al. (2018) stimulated hubs of a

memory-retrieval network at the phase

lag observed between the two nodes,

but they found that stimulation impaired

performance. Our results imply that
choosing a phase lag that is shorter than the observed phase

lag may be beneficial. The choice of stimulation parameters was

limited to in-phase stimulation and anti-phase stimulation to

ensure enough trials in each condition for statistical analysis.

However, this meant that we were not able to directly confirm

whether the effect is frequency specific. Further studies incorpo-

rating arrhythmic stimulation as used in some TMS studies can be

used to establish the frequency specificity of stimulation effects

(Albouy et al., 2017; Quentin et al., 2016). It must also be noted

that the use of dWPLI precludes us from testing the importance

of zero-lag communication, which has been shown to be impor-

tant for neuronal communication (Fries, 2015). Periodic stimula-

tion using noninvasive and invasive approaches has been shown

to improve cognitive performance (Albouy et al., 2017; Hanslmayr

et al., 2019; Luber et al., 2007; Suthana et al., 2012), while disrup-

tion has also been demonstrated (Gagnon et al., 2010; Mottaghy,

2006; Osaka et al., 2007; Postle et al., 2006; Riddle et al., 2019).

Periodic stimulation at low current levels could serve to align

neural oscillators, thereby increasing communication efficacy

(Hanslmayr et al., 2019; Thut et al., 2011). Our results support

this hypothesis, suggesting that periodic stimulation may help

the entrainment of oscillations.

We did not observe an effect of WM load on reaction time or

accuracy in the baseline session. Reaction time follows a mono-

tonic increase with increasing WM load when participants are

required to remember the order of items presented (Corbin and

Marquer, 2013). Since we did not require our participants to

remember the order of items, participants may have used alter-

nate strategies to perform the task (Corbin and Marquer, 2009).

However, as we set theWM load constant in the stimulation ses-

sion, we are able to control for these potential differences in

strategy for the primary analysis that is run on differences in per-

formance based on inter-leaved stimulation conditions.
29, 2590–2598, November 26, 2019 2595



We used an ICA-based approach for removing stimulation ar-

tifacts. ICA is effective in removing stimulation artifacts such that

signals at the stimulation frequency can be recovered with high

reliability, as we have demonstrated previously (Alagapan

et al., 2019a, 2019b). However, artifacts at higher harmonics

are typically hard to eliminate using ICA and may require other

approaches. Therefore, we restricted our analysis to the stimula-

tion frequency. In addition, stimulation artifacts, if present, would

have led to increased functional connectivity at zero phase lag

due to volume conduction. Since dWPLI does not incorporate

zero phase lag connectivity, the observed increases in dWPLI

are less likely to have resulted from stimulation artifacts.

While many studies quantify phase synchronization as consis-

tency in phase differences, very few studies have focused on the

phase lag between regions (Polanı́a et al., 2012). Given the recent

findings on phase-dependent information processing (Kerren

et al., 2018; Zoefel et al., 2018), our result highlights the impor-

tance of considering phase information when studying functional

interactions between brain regions. Overall, these findings

advance our understanding of network-targeted stimulation for

improving cognition in humans. Our results provide causal evi-

dence that networks of brain regions are critical to cognition (Bas-

sett and Sporns, 2017; Kopell et al., 2014) and that optimal

stimulation may require multi-site stimulation. This work may ulti-

mately lead to therapeutic benefits for cognitive deficits that

accompany many neurological and psychiatric disorders.
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KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited Data

Task Performance This paper https://osf.io/vx5jb/

iEEG Data This paper https://osf.io/vx5jb

Software and Algorithms

Psychtoolbox Brainard, 1997 http://psychtoolbox.org/download; RRID: SCR_002881

MATLAB R2018b Mathworks, Inc https://www.mathworks.com/; RRID: SCR_001622

EEGLAB 14.0.0.b Delorme and Makeig, 2004 https://github.com/sccn/eeglab; RRID: SCR_007292

Fieldtrip Oostenveld et al., 2011 https://github.com/fieldtrip/fieldtrip; RRID: SCR_004849

3D Slicer Fedorov et al., 2012 https://www.slicer.org; RRID: SCR_005619

Talairach Client Lancaster et al., 2000 http://www.talairach.org/client.html; RRID: SCR_000448

Neurosynth Yarkoni et al., 2011 https://neurosynth.org; RRID: SCR_006798

SPM12 Penny et al., 2011 https://www.fil.ion.ucl.ac.uk/spm/software/spm12/; RRID: SCR_007037

MarsBaR Brett et al., 2002 http://marsbar.sourceforge.net; RRID: SCR_009605

Lmertest Kuznetsova et al., 2017 https://cran.r-project.org/web/packages/lmerTest/index.html; RRID: SCR_015656

Circular Lund and Agostinelli, 2017 https://cran.r-project.org/web/packages/circular/
LEAD CONTACT AND MATERIALS AVAILABILITY

Further information and requests for resources should be directed to and will be fulfilled by the Lead Contact, Flavio Frohlich

(flavio_frohlich@med.unc.edu). This study did not generate new unique reagents.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Participants
All experimental procedures were approved by the Institutional Review Board of University of North Carolina at Chapel Hill and

informed consent was obtained from participants. Participants (n = 3) were recruited by invitation from patients who underwent inva-

sive monitoring for epilepsy surgery planning. The participant clinical details are provided in ‘Clinical Information’ table. The location

of electrodes in all participants were completely dictated by the clinical needs of the individual participant. The electrodes covered

bilateral frontal, parietal, and temporal cortices (Figure S1).

Clinical Information
Participant ID Sex Age Seizure Onset Zones

P1 F 20 Bilateral hippocampus and temporal lobes

P2 M 24 Bilateral hippocampus, amygdala, postcentral gyrus

P3 F 46 Bilateral posterior frontal cortex
METHOD DETAILS

Working Memory Task
Participants performed a Sternberg working memory task that has been previously used in ECoG studies (Alagapan et al., 2019a;

Meltzer et al., 2008; Raghavachari et al., 2001). The Sternberg task allows a separation of different cognitive processes involved

in working memory into different epochs: encoding, maintenance, and retrieval (Figure 1B). Each trial began with a fixation cross pre-

sented for 1000 ms. In the encoding epoch, participants were presented with a sequence of letters from the English alphabet one

letter at a time. Each letter was presented for 500 ms. Following the encoding epoch, a blank screen was presented for 2000 ms

which served as the maintenance epoch. Next, a single letter (probe) was presented on the screen for 3000 ms. The participants

were instructed to indicate if the probe was present in the encoding epoch or not using custom joysticks that interfaced with the
Cell Reports 29, 2590–2598.e1–e4, November 26, 2019 e1

mailto:flavio_frohlich@med.unc.edu
https://osf.io/vx5jb/
https://osf.io/vx5jb
http://psychtoolbox.org/download
https://www.mathworks.com/
https://github.com/sccn/eeglab
https://github.com/fieldtrip/fieldtrip
https://www.slicer.org
http://www.talairach.org/client.html
https://neurosynth.org
https://www.fil.ion.ucl.ac.uk/spm/software/spm12/
http://marsbar.sourceforge.net
https://cran.r-project.org/web/packages/lmerTest/index.html
https://cran.r-project.org/web/packages/circular/


task administration laptop through a USB response box (Black Box Toolkit, Sheffield, UK). P3 was not able to use the joysticks due to

history of stroke affecting motor function in their right hand and responded using the keyboard of the laptop with their left hand only.

The task was programmed in MATLAB using Psychtoolbox (Brainard, 1997).

Participants completed the task in two sessions – a baseline session and a stimulation session. In the baseline session, the task

consisted of memory arrays of two different lengths (WM load). In the stimulation session, the WM load was fixed to maximize the

number of trials in each stimulation condition. The experimental parameters used for the participants are listed in the ‘Experimental

Parameters’ table.

Before the baseline session, participants performed practice trials (between 10 and 20 trials) to familiarize themselves with the task.

We calculated accuracy during the practice trials in order to determine the list length for the experiment. Any list length of which the

participant was able to perform at greater than 60%accuracywas set as the list length for the participant’s baseline session. The data

from this practice session was not systematically analyzed.

Experimental Parameters
Participant ID

Baseline WM

Load

Baseline No.

Trials/Load

Stimulation

WM Load

Stimulation No.

Trials/Condition Stimulation Electrode Location

Stimulation

Frequency

P1 3,5 30 5 30 Left anterior superior frontal gyrus,

Left inferior precentral sulcus

4 Hz

P2 5,7 40 7 30 in-phase, 36 anti-

phase, 34 Sham

Left inferior frontal junction, left

superior parietal lobule

10 Hz

P3 5,7 40 5 40 Right anterior middle frontal gyrus,

right superior intraparietal sulcus

10 Hz
ECoG Data Acquisition and Direct Cortical Stimulation
ECoGdata were recorded using a 128-channel EEG system (NetAmps 410, Electrical Geodesics Inc, Eugene, Oregon, United States)

at 1000 Hz sampling rate. Stimulation was delivered using CerestimM96 cortical stimulator (BlackrockMicrosystems, Salt Lake City,

Utah, United States). Stimulation consisted of a train of biphasic pulses 2 mA in amplitude, 200 ms in duration per phase of the

biphasic pulse with a 55 ms interval between the positive going and negative going phase. The inter-pulse-interval was adjusted ac-

cording to the stimulation frequency. Stimulation was applied between two pairs of electrodes identified from functional connectivity

analysis as described in the next subsection. The timing of pulses between the two pairs was in-phase, i.e., stimulation was applied

simultaneously between the two electrode pairs (Figure 1C). We hypothesized that in-phase stimulation would improve WM perfor-

mance. The active control was anti-phase stimulation, i.e., stimulation between the first pair and second pair was offset by half the

inter-pulse-interval (Figure 1C). Both in-phase and anti-phase stimulation was time-locked to the start of the encoding epoch and

lasted the entire epoch. Stimulation was triggered using MATLAB wrapper functions provided by the manufacturer of the cortical

stimulator. In addition, a control condition where no stimulation was applied (sham) was also included to control for the general effect

of stimulation on performance. The three stimulation conditions (in-phase, anti-phase, and sham) were randomly interleaved for each

task block.

The stimulation intensity used in the study was set at 2mA, which is less than the intensities at which sensory andmotor effects are

observed clinically. In addition to this, 2 of the 3 participants (P2 and P3) filled out a questionnaire assessing stimulation side-effects

after the stimulation experiment. Neither patients were able to attribute any side-effects to stimulation.

Removal of Electrical Stimulation Artifacts
Electrical stimulation artifacts were removed using an independent component analysis (ICA) based approach as demonstrated in

our previous work (Alagapan et al., 2019a). Artifacts appear as stereotypical waveforms in iEEG signals. Blind signal separation using

ICA separates the iEEG signal into components that contain only artifact waveforms and other components that contain the rest of

the signal. The components containing artifacts were then rejected and the remaining components were used to reconstruct the arti-

fact free signal. We used the infomax algorithm (Lee et al., 2000) available as a part of EEGLab toolbox for computing independent

components. Following artifact suppression, the signals were re-referenced to the average of all signals. Refer to Figure S3 for

example traces before and after removal of artifacts.

Identification of Electrode Locations
The anatomical locations of the electrodes were identified using steps described previously (Alagapan et al., 2019a; Alagapan et al.,

2016).The electrode locations were extracted from postoperative CT images using 3D Slicer (Fedorov et al., 2012). Electrode loca-

tions were manually marked in the postoperative CT image. The postoperative CT was coregistered to preoperative MRI in Slicer

following which the preoperative MRI was coregistered with MNI atlas (Fonov et al., 2011), thereby transferring the electrode loca-

tions to the MNI space.
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Determining Meta-Analysis-Based WM Network
We used a meta-analysis-based approach to identify regions activated by a variety of WM tasks. Using Neurosynth, we acquired the

association test map for ‘Working Memory’ that was derived from 1091 studies. Neurosynth is an automated tool that synthesizes

activation coordinates (in MNI or Talairach space) published in neuroimaging articles along with the associated keywords to generate

probabilistic mappings between the keywords and neuroimaging substrates. The probabilistic maps are available for download from

the website neurosynth.org. The association test map consisted of z-scores, corrected with false discovery rate (FDR) at an alpha

value of 0.01, from a two-way ANOVA testing for the presence of a non-zero association between the term ‘working Memory’ and

voxel activation (Yarkoni et al., 2011). The association map provides a measure of selective activation, i.e., the activation in a region

occurring more consistently in studies with the keyword than studies that do not. We defined 8 mm regions of interest (ROIs) around

each electrode in the Montreal Neurological Institute (MNI) space using custom written scripts and the MarsBaR toolbox in SPM12

(Brett et al., 2002; Penny et al., 2011). Next, we determined the z-scores from the association map within these ROIs (electrodes) and

computed the mean z-score for each electrode. Any electrode that had a mean z-score greater than 0 was defined to be part within

the mWM network and was included in analysis. Using this approach, the number of electrodes in WM regions differed for each

participant. In participant P1, 21 out of 80 electrodes were in WM regions, in participant P2, 23 out of 89 electrodes were in WM re-

gions and in participant P3, 34 out of 105 electrodes were in WM regions.

QUANTIFICATION AND STATISTICAL ANALYSIS

Data Analysis
All data analysis was performed using custom written MATLAB scripts utilizing functions from the EEGLAB (Delorme and Makeig,

2004) and Fieldtrip toolboxes (Oostenveld et al., 2011). Electrodes over seizure focus were excluded from analysis.

Selection of Stimulation Electrodes
ECoG data collected during the baseline session was used to determine functionally connected electrodes. The continuous data

were band-pass filtered between 1 and 50 Hz using an FIR filter and re-referenced to the average of all intracranial electrodes using

functions from EEGLAB toolbox. The data were then segmented into trials containing the different epochs. Functional connectivity

was determined using debiased weighted phase lag index square (dWPLI) implemented in Fieldtrip toolbox. The measure is a com-

posite of phase lag index, which captures consistency in phase lag between two time oscillatory signals (Stam et al., 2007), and the

imaginary part of coherence which ignores zero phase lag interactions (Nolte et al., 2004). DWPLI has been shown to provide a better

estimate of phase-synchronization in the presence of volume conduction and the debiased estimate has higher statistical power

(Vinck et al., 2011). DWPLI was computed for the fixation, encoding, and retention epochs separately. The dWPLI spectrumwas visu-

ally inspected to identify peak frequency. Then the dWPLI spectrum was averaged in a frequency band (peak frequency ± 1.5 Hz) to

get an adjacencymatrix. The stimulation electrodeswere chosen based on the connections that had high dWPLI values.While we did

not verify statistical significance of the connections before the stimulation experiment, post hoc analysis of baseline data using a

nonparametric approach revealed the electrodes chosen for stimulation in P1 and P2 were statistically significant. A trial-shuffle

method was used for correcting for false-positives post hoc. The data corresponding to channels were shuffled 1000 times across

trials (with the same cognitive load) to destroy temporal relationships and dWPLI adjacencymatrices were computed for each shuffle.

Any connection whose dWPLI value was greater than the 95th percentile of corresponding shuffled estimates was deemed statisti-

cally significant. Standard deviation of dWPLI spectra was estimated using a jackknife approach as follows. Trials were left out one at

a time and dWPLI spectrum was estimated using this reduced dataset. The variance of these estimates was deemed to be the stan-

dard deviation of the dWPLI spectrum. The strength of functional connectivity was strongest between neighboring electrodes fol-

lowed by electrodes within the same anatomical region, i.e., frontal cortex or parietal cortex. Since we were interested in modulating

long-range functional connectivity, we ignored electrode pairs that were neighbors. In addition, connections that were present in the

fixation epoch and between electrodes over seizure foci were ignored as the former may reflect preparatory attentional components

of network activity and the latter may reflect pathological connectivity.

Estimation of Functional Connectivity
DWPLI was computed for the stimulation session (epoched by stimulation condition) in the same manner as the baseline session

(epoched by WM load) using functions from EEGlab and Fieldtrip toolboxes. In addition, coherence was also computed for the stim-

ulation session. Adjacencymatrices were derived from a 3Hz band centered on the frequency of interest. Phase lagwas derived from

the mean cross-spectrum across trials in a 2 Hz band centered on the frequency of stimulation. For pairwise comparisons between

stimulation conditions, the difference in adjacency matrices were computed. Only connections that passed statistical significance

threshold were included for further analysis. Statistical significance was computed using a permutation-based approach. Trial labels

were shuffled, and adjacencymatrices were computed for each condition. This procedure was repeated for 1000 iterations. Pairwise

differences were computed for each iteration to generate a null distribution. Any pairwise difference in the non-shuffled adjacency

matrices that were greater (or lesser) than 95% of the null distribution differences was deemed statistically significant. To account

for the false positives that may arise from multiple comparisons in the adjacency matrices, false discovery rate (FDR) correction

(Genovese et al., 2002) was performed with a threshold of 0.1. FDR was initially developed by Benjamini and Hochberg (1995)
Cell Reports 29, 2590–2598.e1–e4, November 26, 2019 e3

http://neurosynth.org


and has been commonly used to account for multiple comparisons in many fields including analysis of brain networks (Bassett et al.,

2011; Shine et al., 2016; Accolla et al., 2016) as well as neuroimaging in general (Bennett et al., 2009). FDR sets a limit on the false

positives relative to true positiveswhile shuffle correction (alpha) sets a limit on the false positives relative to true negatives. In practice,

thismeans amuch stricter threshold for p values that depends on the distribution of p values. FDR has been shown to be conservative

when the number of comparisons is large, as in the case when connections within networks are considered (Zalesky et al., 2010).

Therefore, we chose to use an FDR correction of 0.1 (instead of 0.05) to allow for enough connections in the network to accurately

capture the general pattern of functional connectivity within the working memory network. Applying the FDR correction for each

network separately, the p value threshold for determining significance were lesser than 0.05 (ranged from < 0.001 to 0.022).

Network sparsity was determined from the edge density in the network i.e., percentage of possible connections that were actually

present after the false discovery rate correction to eliminate connections that might have been due to random chance.

Statistical Analysis
All statistical analyses were performed using custom-written scripts in R and MATLAB. We used linear mixed models with reaction

times as the dependent variable and stimulation condition as fixed factor (with three levels) and participants as random factor to test

the association between reaction time and stimulation condition accounting for the variability that may be introduced by random dif-

ferences in participants. We used chi-square test of independence to test for the presence of association between stimulation con-

dition and accuracy. To test the effect of stimulation condition on functional connectivity changes, we used linear mixed models to

account for variability between participants. We fit models with intercepts and participants as random factors to test non-zero dif-

ferences between conditions. We used Watson-Wheeler test, a non-parametric test designed specifically for circular data, to test

differences in phase lags between comparisons. Phase lags were pooled across participants as the as there were not sufficient sam-

ples to infer at a participant level. Linear mixed models were fitted using ‘lmertest’ package (Kuznetsova et al., 2017). The package

uses a Sattherwaite approximation for degrees of freedom for ANOVA. Circular statistics were computed using ‘circular’ package

(Lund and Agostinelli, 2017).

DATA AND CODE AVAILABILITY

Code for analysis and the raw data are available at https://osf.io/vx5jb/
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